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SABSTRACT

All known adaptive beamforme= s utilize some forin of

automatic minimization of the mean squace error. High

adaptation rates though, exhibit a signal cancellation

phenomenon leading to self-jamming by the adaptive antan,-a.a.

This effect results from adaptive interaction between signal

and interference (i.e,, jammer) inputs si.iultaneouSl'"

received by an adaptive antenna. This e inv*35:i.3tes

various existing ways of adaptive beamforming for noise

cancelling, and signal enhancement from simple Adaptive'

Noise Cancellers to Hard Constraint Adaptive Beamfocmers.
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I. I.NTRODUCTIOM

Adaptive antennas have *oen under developmaent in var.Ious

forms during the past two decades, having taus fat proven

thuselves capable of rejecting various jammin. signal.a.

Most high pe:formance radar and commýnication ss-e~ s .

designel to work in 3amming environments Curtentl"

incocporata various for.ns of 3dapti'e antenna3.. Tnie

concurrent developoent of spread spectru.u technbjas 4i:,h

the adaptive antennas provides a set of technologiPs for ý.s.

resistant systems. Both of the above cecdnolaogies ire

.ompatihle and frequently are used in the same system.. Thel

adaptive antenna, is to attenuate the strong ja.uaing si.jli.s

as they appear at the front end of the receiiver; then spre.d

spectrum techniques are used to neutralize a largeo number ,f

weak signals that m y not be eliminated by the adaptive

antennae and to rec er the desir:md signals.

?he way an adap ive antenna works is to pest the signal

contaminated with n ise through a filtsw that tends to

suppress the noise ,ile leaving the signal. unchanged..

?hese kind of filte s, known as adaptive filters- have the

ab'lity to adjust t eir own parameters automatically and

their design requir s little or no prior knowledge of the

signal or noise characteristics.

9



Adaptive noise cancelLing is a variation of optimal

filtering that uses an auxiliary, or reference input. This

input is then subtracted from the primary input, wihich is

composed of both the desi:ed signal and the undesired noise.

This procedure of filtering and subtraction is controlled by

-an adaptive process, giving noise eeduction which, depend:ng

on the particular application, can result in sign:E.:i:an:

noise canctllation.

The design of an adaptive antenna h•s :o retai.a szijnal

preservation. Unfortunately some adaptive ba'nf•Er•ars ii

use do not perforim well in certain environments ".eer*

correlated-signal conditions lead co pacicl or tota

cancellation of the desired si;nal withn,i the antenn3.

In that way, .although o~ur pra•,|•y inh:ention is the

cancellation of ali the undesired interfrences, we .reate a

self-jamming of the adaptive arrays by tnh so-called

phenomenon of signal cancellation resulting from the

adaptive intecactinn between the signal and the Jammer ,eich

simultaneously are, received by the adaptive antenna's

ele#ents.

: 10
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II. ADAPTIVE NOISE CANCELLER

.A. BASIC CONCEPT

The basic block configuration of an Adaptive Uoise

Canceller is shown in'Figure 2.1. A signal, s, iS

:ransm..;tted over a channel to a sensor win za a 1so r-=:.'

noise, n., uncorrelated ditn cne signal. r:ie .

s-64ral-no-_i 13r.-i. -. e p~ri..3,ry input zo t.he canz.-:!,L*..•t:. ,-.

second sensor recei.as a noi.se, nl, 31so uno crý_Ate -:.-.

the signal, out correlated in sodme unknown wa', t w'-h -a

noise, n.0 Th.is second sensor prcovids the so-call-ee

reference inp utforU 5@ canceller. Noise, n., is- 11t.l: "

*produce thne output, thiat is as close ts posa312o_

replica of no. Output,. y, is now subtracted frozn :he

primary input to give the final system's output.

z = s n n 0  y (2.1)

The reference input, nl, is processed by' an a4aptive

filter which automitically adjusts its own impulse response..

This adjustment is accomplished through an -algorithm that

responds to an error signal dependent on the filex:c"s

output. In this way, usinq the proper adaptive algorithm,

the filter can operate under changing conditions which

minimize othe eror signal.

11 \
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The error signal, c, is feeding the system.' output 3ack

to the adaptive fiiter in order to adjust the filter through

a LMS (Least Mean Squares) adaptive algorithm and minimiZes

the total system output power. In other words, in an

adaptive noise canceller the output forms an error signal

for the adaptive process.

B. ANALYTICAL MODEL--NOTCH FILTER RESPONiSE

In order to analyze the -daptive filter, we cY)Ž

pure sinusoidal for reference input

Xk - C cOs(, 0t + )(2.2

Glover (Ref. 1] has shown that under this zondi-in -,

dashed box of Figure 2.2(a) can be approximuated by Figure

2.2(b).

The conventional way of eliminating such sinusoidal

interferences is through the use of a notch filter. Figure

2.3 shows a single frequency noise canceller, with two

adaptive weights, which are updated through t:he equations:

W lJ+l WlJ + 2acj X (2.3)

w 2j+l 'w2J +2j x1s (X.2

The sampled reference, inputs are:

13
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(b)a

2* *Figure. 2.2. Analytical :44odel- of the A. 1. C.
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x -C cos(WojT + )(2. 5)

XJ*C sjfl(;a2T4 +) (2.6)

Widrow [Ref. 21 and [Ref. 31 has shown that the single

-. frequency noise canceller has the properties of a notch

K ~filter1 at-the reference frequency, 40, having the :a.

function:

Y (z)/X (z) H Cz)

* where

A 
2

-2z cos(2:w 0 -1) + 1

H(z) 7
- (1 -C)z cos (2v1 ww1) + 1 - u~C

The zeros of the above transfer function are located

the z-plane at

Z eZIA7 v 0 aX(2.8)

*and are inside the unit circle.

The poles, also inside the un'it circle, are located at

z * 1 ',c2 )co .s (2-ww a~ i0

j1(1- 2mc2) (1 - mc 2 )c:OS 2(2w 0 -1)J1/2  (2.9)

'Detailed explanation is given in Appendix A.

'16 --



Figure 2.4 indicates the location of pol~es and~ zeros in

the z-plane. Since the zeros lie inside the unit circle,

the depth of the notch in the transfer function is infinKte

3t the interference frequency, io. The sharpness of tlae

notch is determined by the closeness of the poles to the

zeros.

Figures 2.5, 2 .6 and 2.7 are' -r.gnitu1d= p! ats zf

transfer function H(z) using as C t~he value *af one,

ixf~r~tial,;es of the aiptazi~on conz-'za~r

C.NOISE CANCELLATION IN THE N4ARRO~JEAND -AS E

Consider the case in which both signal- and ja.-xrzar

interference) are pure sinusoids of known freunis

fwhere

fS f, ,

Figure 2.8 shows the frequency spectra of both noisie andi

jamnmer, and Ficlure 2.9 indicates the same spectra after

being filtered by a notch filter with cutoff frequency the

same as the one of the jamnmer, f3 .

Comparing the two preceding Figures, 2.8 and 2.9, we see

how effective the notch filter is in' eliminating sinusoidal

interferences. of course, pure sinusaidal interfetrences aire,

seldom found in nature, and still the main disadvantage is

that noise and jamme.r have to be of different frequencies.

17
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III. FROST BASED ADAPTIVE BEAMFORMER

A. CONSTRAINED LEAST MEAN SQUARES ALGORITHM

Frost [Ref. 41 proposed an algorithm, the L.M.S.

algorithm, for adjusting an array of sensors in real ::n 7:

,respond to a desired signal. while discriminating a3.--:

noises. Figure 3.1 i.lustrates the basic sat-up for

im'plementing an L.M.S. algorithm. It is assume.- z-->-

desired signal arrives in plane waves froIm a ciosen

direction called the look direction.

The algorithm iteratively adapts weights ia o.J..r -1

minimize noise power at the array outptut while rainri:.:-:

chosen frequency response in the look direction. Req.ji:--

ments for the algorithm is a priori knowledge of :hne

direction of arrival and the frequency band of interest.

During the adaptive process, the algorithm progressively

learns the statistics of noise arriving from all directions

except the look direction.

A major advantage of the constrained L.M.S. algorithm is

that it has a self-correcting feature, permitting it' to

operate for arbtrtarily' long, periods of time in a digLtal

computer implementation without deviating' from its

constraints because of cumulative roundoff or truncstion

errors.

24
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Noise arriving from the look direction may be filtered

out by a suitable choice of the frequency response

characteristics in that direction or by some external means.

B. BASIVC PRINCIPLE OF THE CONSTRAINTS

L.M.S. Algorithm maintains a chosen frequency response

in the look direction while minimizing output noise po.'wa"

because of a simple relation between the look direction

frequency response and the weights in the array of Fiju-re

3.1. Assuming that the look direction is chosen

perpendicular to the line of sensors, identical signa';.

components, ar*-iving on a plane wavefront parallel to the

line ofseonors, appear at the first taps simultaneously 3nd

2parade i'. parallel down the tapped delay lines f1l cwinj

each iensor. However, noise waveforms arriving fro.n other

P'an the look direction will not, generally, produce equaL

voltage components on any given vertical column of taps.

Tbe voltages, signal plus noise, at each tap are multiplied

by the tap weights and added to form the array output.

Thus, as far as the signal is concerned, the array processer

is equivalent to a single tapped delay line in which each

weight is equal to the sum of the weights in the

corres.ponding vertical column of the processor, as indicated

in Figure 3.2. These summation weights in the equivalent.

2 Appendix B describes the tapped delay line fil'ter.

26
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tapped delay line must be selected so as to give the desired

frequency response characteristics in the look direction.

If the' look direction is chosen' to be other than the one

perpendicular to the line of sensors, then the array can be

steered either mechanically, or electirically, by the

addition of steering time delays placed immediately after

eacn sensor.

Now consider the array problem of tigure 3.2.

In vector notation the sampla tap voltages ire

identified as

xT(j I [x1 (j) , x2 (j) , ... , X1(j)] 1

and the sampled weights as.

wT(j) (w [ (lj) ,w2 (j) , .,WkJlj) (3.2)

where j represents the sample number. The filter outputs

are summed to form the beam'former output

y(j))A 'T(J X(j) - XT(j) W(j) (3.3)

If'we denote by C the constraint matrix,.defined as

SC " (C-1 C2 , ... , CJ] (3.4)

• 28

r?. ',



a KJ xJ dimnensional mnatrix, that conveys the -beatnforner

structural information needed to implement the constraints,

then the constrained L.M.S. problem may be stated as

Minimize E(y 2 (j] E(W T. T ()*](3.5)

subject to CT~; -

where., is the look-diraction response vector ic

The weights are updated using the constrained L.M.S.

* algorithm, which for the case of Figure 3.2 Cassuving t~o

sensors) , can be written as

w 1(j+l) *(1/2)[w 1 (j), -yjxl.

-(1/2)(w 2 (j) -m Ia(j) x2(0)1 +. (f1 /2) (3.8)

w. (j +1) a(1/2)(w(j -'~)x('

-(1/2)[w,( j) - my(j)x1I(j)J (f 1/2) (3.9)

29
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1 w3(j+'). =12(ii Y()X i

-(1/2) N 4 (j) Uii~) X4 (j) I + (f.2/2) (3.10)

w 4(j+1) *(1/2Hw 4 (j) "y ~(j)X 4 (j)

-(1/2)(w 3(3) - y(j)x 3(j)] % f/2) (3.11)

The performance that a FROST oased adaptive bearmfornsr

exhibits is unity gain and flat frequency response in the

look direction. A deep null must be placed at the j~a.mum3r'S

frequency. Figure 3.3 is a plot of the signal directi,on

frequency response, and Figure 3.4 is a plot of the j-& r~er-

direction frequency response. Figure 3.5 indicates the

.beampattern of the FROST beamformer, confirming that a deep

.null has been placed on the jammer.

C. NOISE CANCELLATION IN THE WILEBAND CASE

The first ease for exaininati n is the one of a

sinuso~id'al jammer of frequency, 1j, and, a broadband. signal

of center frequency, f5, where

fJ f' (3.12)

30



r/

131



2

'3

U

A i
I C
I -S

* ¶ i . .'. C.;
C
0

0
Ca.

C
C
'I

0
i

0

'2

/

/

3 0'.4
ci

*�* urn os'. pg *'g �

JI�o

32

N'
* N

NT



-BRORD-SIDE ~RRRY ppTT

*Figure 3.5.. FROST A. B. F. Beampattern

*33



I
Figure 3.6 represents the spectrum of the signal, since

Figure 3.7 indicates the spectrum of the stronger sinusoidal

j atmer. Figures 3.8, 3.9 and 3.10 represent results of

passing the above described signal and noise through notch

filters, each one employing a different adaptation constant.

Comparing the preceding three figures we see how

important the adaptation constant, ,, is and how it can lead

to signal aliasing by choosing it to have bigger thari ozoper

magnitude.

.34
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IV. DUVALL BASED ADAPTIVE BEAMFORMER

A. BASIC CONFIGURATION

We have already illustrated some relatively simple

signal/jammer scenarios and have seen that not only the

Adaptive Noise Canceller (A.N.C.), but even the most rigi!.

constrained beanformers (Frost A.B.F.) can fail to.preser'e

the desired signal from distortion.

In this ct-apter we will review and describe an.ther .

solution to the noise cancellation problem and see h+.• we

can preserve the desired signal at the price of some

increase in beamformer complexity.

The basic configuration of the. DUVALL based- beainrf-roec

(Ref. 5] is illustrated in Figure 4.1. m

Two observations were made by Duvall useful in

developing the Composite Beamformer (C.B.F.). The first

observation was that interaction between the desired signal

and the jammer is the root for the signal cancellation

phenomenon. Frost experimentally and analytically has shown

that the presence of both signal and jammer energy is a

prerequisite for signal cancellation, and the output signal

containing correlated signal and noise waveforms is the

phenomenon that makes the signal distortion occur.

The second observation was that the signal plays no role,

in the optimum (i.e., Wiener). soluti.on calculation in a

40
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perfectly steered Frost A.B.F.. In other words, the look-

direction response is determined exclusively by the hard-

constraints and not by the characteristics of the desired

signal.

These two above observations were addressed for

exclusion of the signal from the beamformer.

Reconsidering the whole structure of the C.B.F., we iee

that the key elements are:

1. An Augmented Array. The array has been augmenteid so
that subarrays consisting of multiple elements appear
in place of the individual elements of the orinaigin
array.

2. A Preprocessor. A preprocessor operates upon -he
received signals from the augmented array to gerieralte
an environment that is free of desired-signal content.

3. An Adaptive Beamformer. The adaptive bea.n.orMer !s
required that can be constrained to control the look-
direction response, while nulling all jamming signals.

4. A Slaved Non-Adaptive Beamformer. The adaptive
beamformer derives weights that art copied to the
slave beamformer, which has the same structure as the
adaptive beamformer but is connected directly to
selected antenna elements and is used to implement the

•computed'solution and recover the desired signal.

Three of the above key elements, the array, the

preprocessor, and the adaptive beamfomer, afford consider-

able flexibility. A variety of specific realizations are

possible. The sl'aved beamformer design is inflexible in the

sense that ,it mirrors the design of the adapt~ve beamformer.

B. PRINCIPLES OF THE DUVALL C.B.F.

The general C.B.F. structure of Figure 4.1 can be

specialized to yield the C.B.F. shown in Figure 4.2. Here

42
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the desired signal is assumed to be incident from broadside

so we can neglect beam steering. The preprocessor is

realized by using two-element subarray .. in a."' ,

differencing scheme. The sharing of elements between

subarrays provides very efficient use of elements; only a.

simple element is needed beyond those ordinarily required

for a comparable array.

In order to prevent the desired signal from dsto~riin

(i.e., signal cancellation), the signal which arrives fr.;,)

the look-direction is excluded from the beamformer where the

adaptive process takes place. Under the proposed schnee,

the adaptive process is only used to determine a set of

weights. These weights are copied into a separate,

identical processor which is used to form the output signal.

The C.B.F. scheme can be in cooperation with any existing

adaptive algorithm including the Frost one, as Figure 4.2

addresses.

Duo to the subtractive preprocessing, the look-direction

signal does not appear .at the Frost adaptive beamformer

inputs, whose inputs are only composed of the jamming

signal. The task of the Fro'st Algorithm is to place a null

at the jammer direction through the determination of an

appropriate set of weights and the signal has now no effect

at all on the determination of those weights. By copying

the weights the slaved processor places the main beam of .the
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antenna pattern to the constraints established by the look-

direction and verifies that a null has already been placed

in the janmer's direction.

Figure 4.3 represents the Duvall C.B.F. in terms of

phasor notation. The jammer components received by the

atenna are indicated by a set of equal amplitude anifoc:.V_-

spaced phasors, J ,'Ji, i2, 3and 34. The phasor . --

t•he Frost heamformer are J, ' J " J 33 -

4 - J3 " They are also uniform-amplitude, equal'y-.•:,

and separated by the same angles as the received janmer

comnponents, Jo' il' J2' J3 and J4"

Since the relative phase angles are the same in the

slaved processor as in the Frost processor, the beam

pattern notch is formed at the proper bearing angle.

The phasor argument applies to a single ja.-mner at a

single frequency. Linearity and superposition apply and

show, that phase relations are preserved for mItiple' jamners

and for broadband as well as narrowband signals.

The uniform linear array provides an attra.:tive

structure for the C.B.F. because ther. is the option of

element sharing between subarrays. & regular array1.. structure is not, however, a prerequisite for 'the' C.B.F..

The fundamental. requirement is for phase matching between

2 the master and the slave beamformers. Phase matching may b.

obtained for an arbitrary array geometry by augmenting each

45'

. ................ ." . .



7

I
p.

*1 N
-, 1.p...

C
-�

I

* 41
$4

- .0'
*04

I *1 .

S

4'.
7

'A - . .



original element to form identical subarrays atte len

locations. identical preprocessors may' then 'De used to form

subarray responses with nulls in the selected look

direction. The preprocessor outputs must be cophased :-Dr

the look direction and applied to the adaptive beamfor-na

while the original elemenz; outputs are copnased and aaooiel.i

to the slave.
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V. SPATIAL DITHER ALGORITHMS

A. GENERAL IDEA

Spatial dither algorithms (Ref. 21 have been newly

conceived for the purpose of applying locally controlled

modulation to signals 3rriving at angles other than 1he

look-direction, while leaving inputs arriving from the 1ook-

direction unchanged. The technique that these allorit!hi

are employing is focused on a reductioh of the ja•.:nna powae,

density by spreading it spectrally. When the spatial .

is used with a conventional adaptive beamformer, it redu3es

the signal cancellation effects.

Conceptually, a simple form of spatial dither algorithnm

is represented in Figure 5.1 and stated as the "3/4-inci

plywood" approach. The elements of an antenna array may be

imagined to be fixed to a piece of plywood which provides

rigid insulating support, so that the entir'e array may be

moved mechanically. In either One or two dimensions, the

array is moved in directions which are orthogonal to the

look-direction. Far-field emanations arriving from the

look-direction will be undistorted by the mechanical motion,

while emissions from off axis sources will be distorted by.

an unusal shift-of-time-base form of modulation..

The outputs of the antenna elements of Figure 5.1 could

be applied to a. time delay and sum (nonadaptive) beamformer,
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Jam mer I Signal2

) ~3/4" Plywood.

Figure 5.1. Spatial Dither Algorithm (3/4U Plywood Approach)
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to a conventional adaptive beamformer, or to a Duvall

adaptive beamformer. Spatial dither could be beneficial in

each case. By reducing jammer power coherence, some anti-

jam protection is provided without adaptive beanforming, ani

additional anti-jam protection is provided with adapti:e

beamforming. Reduction of signal cancellation effect in a

Frost beamformner can be obtained by using spat-il .i:h.

preprocessing. Breakup of jammer signal structure is a

possiale form of signal preprocessing appLicaole to i1ll

types of adaptive and nonadaptive beamformers.
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VI. CONCLUSIONS

Adaptive Noise Cancelling is a .nethod of optimal

filtering that can be applied whenever a suitable refererc.

input is available. The principle advantages at t ..

that an A.N.C. -eploys are its adaptive capajili:y, i:sl-t:

output noise, and its low signal distortion. Tn.e 31:•-i -

capaollity allows tne processing of various stgna!s z;:-.2

properties are unknown. Output noise and Sign3.i di itrz: .1:

are generally lower than has been achieved with th'e v~rIou

conventional optimal filtering config-irations.

The FROST oeamformer has proven itself good .nare__.'n

various interference signals and enhancing the signal a!

interest for several cases. Interaction, thougn, oe:we-

the desired signal and the various interference signals c.an

lead to partial, or total, cancellation of the desired

signal within the adaptive beamformer.

The DUVALL composite beamformer gives a solution to the

problem of signal cancellation, at the price of increased

complexity in the beamformer structure and imploemntation.

Under that scheme. in order to prevent signal cancellation,

the useful signal is excluded from the beamformer in which

the adaptive process now t3kes place to derive a set of

weights. These weights are now copied into a separate,

51
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identical "slaved" processor used to form the output signal.

The Z'uvall approach to the problem is appealing but since it

is a new development, possible limitations of its

perfornance have not yet been assessed.

A WIDROW solution to the problem involves spatially, or

-electronically, moving the receiving array to -nodu:'a.a

emanations received off the look-direction without'

distorting useful signals in the look-direction. TIis

approach, called "spatial dither", introduces .he 3:, J -v1

possibility of modulating or s•.earing "smnart" J n;." t

signals, thereoy limiting their effectiveness.
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APPENDIX A

ANALYTICAL SOLUTION OF THE A...C.

Consider the two-weight noise canceller of Figure 2.3,

and let us assume that the sampled reference ingats Irae:

x - C cos(w)T s 4T.

x 2J C sin(.T + 3T

Figure A.1- is a flow diagram showing signal ?ropag3ri:•: i.l

sulch an adaptive noise canceller. The first step ta :ha

analysis is to obtain the isolated impulse raspons'I fr-:.a e

error, C, point C, to the filter output, point G, wditi !:*I-!

feedback-loop from point G to point S broken.

Let an impulse of amplitude, a, to be applied at poinit C

at discrete time, j - k; that is,

- a( -k) (A.3)

The 4(j - k) is a Kronecker delta function, defined as

1 ~for j) k,

-(j - k) (A.4)

0 "otherwise.
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The impulse causes a response atý point D

a Q C coS(wokT + *) for j - k

z X li (A. 5)

otherwi se.

which is the input scaled in amplitude by the ina,-e

val Ue of xj at j = k. The signal flow pa:th f om point. DJ
point E is that of a digital integrator. with zctn-fec

function, 2.u/(z-l), and impulse response, 2iu(j'l) , whe-e

u(j) is the discrete unit step function

0 for j <0

u(j)
otherwise.

Convolving 2mu(j-l) with cjXlj yields a response at point E

of

W - 2 P a C cos(w 0kT + (A.7)

where j> k + 1. -When the' scaled and 'delayed step function

is multiplied by xlj, the response at point F is obtained as

y~i - 2 M a C2 Cos(A0) 0T + s)Cos(W kT + (A.8)

55



where j > k + 1. The corresponding response at point J,

obtained in a .similar manner, is

y2J * 2 a s C2 sin(wojT + s)sin(wokT + (A.9)

where j > k + I. Combining the proceeding two equations

yields the response at the filter output, pbint G:

= .2
y2J -2 A 2 C os(,JoT(j-k))

-2 a C C2 u (j-k-1) cos (woT(j-k)) (A.0)

Note that the above is a function only of (j-k) and is thos

a time invarient. impulse response proportional to the iipu,:

impulse.

A linear transfer function for the noise canceller may

now be derived in the following manner. If the time, k, is

set equal to zero, the unit impulse response of the linear

time-invari.ant signal-flow path from point C to point G is

yj 2 ,C2 u(j-l) osoWtjT) (A.ll)

and the transfer function of this path is

2 Z~- Cos uOT).
G(z) - 2 ii C2  [ z .z 0 .z2, 2z ros 0 0T + I-

"0 j
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2uC 2(z Cos W - 1)
z 2 -2z cos W0T + 1

This function can be expressed in terms of a radian sampling

frequency, 0 a 2w/T, as

2PC 2 [z COS(2l O,'L) 12-]
G(z) 2 .... ( . 3*

- 2z cos(21rj 1)

If the fe4dback loop from point G td point 3 is now .60:u-,

the transfer function, H(z), from the primary input, poin-.

A, to the noise canceller output, point C, can be obtatied

froin the feedback formu.la

z-2 2z cos(2wo 0 ) 1+ 1
H(z) 2 (A.14)

S- 2(1 - uC 2 )z cos(20�o ) + -

This equation shows that the noise canceller with a cosine

reference input has the properties of a notch filter at the

reference frequency along the signal flow path from primary,

input to output.
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APPENDIX 8 I

TAPPED DELAY LINE FILTER

The tapped delay line (Ref. 51 is the preprocessor most

often used in adaptive, filtering applications. most

mathematical analyses of adaptive filters are based on a,

tapped delay line model. h~tapped delay line C3fl be

implemented either in analog or digital form. The shemetiti:.

K of an adjustaole filter based on an analog tapped de-u' llte

is shown in Figur~e 9.1. Such a delay line lias an analo3g

input and the output at each tap is a delayed version :)f
inpu. Tus te nth

this ipt Thsten component of X(t) is the output it

the nt tap and is given by

where Ais the delay between taps and where

1(t M x (t)

X2 (t

xCt

xNt (B.2)
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in digital implementation, the tapped delay line is

implemented as a shift register either in hardware, Figure

B.2, or by simulation inside the computer, Figure B.3. A

new digital sample of the filter inout is taken at every

Iadaption cycle and shifted into the leftmost position of the

shift register. Old samples are shifted right by one

position and, the oldest sample is. shifted out altogeth.

Each position of the shift register is multiplied ,by the

corresponding weight. Thus the digitl3 output -f t.!i 'f'i"

is the weighted sum of the last N samples of the input.
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CALL m1ARIER(16)

CALL DOT

CALL CURVE (W.VTHE,73,1)

CALL BESET (IrOTI)
CALL GRID(2,4)

CALL ENDL (0)

STOP

IND
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